SEFP: State-free Priors for Exploration in Off-Policy Reinforcement Learning
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Contributions Integration in SAC Experiments

1. We propose state-free priors for guiding ex-
ploration in long-horizon, sparse rewards tasks.
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